1508

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 34, NO. 5, MAY 2023

Alleviating the Impact of Abnormal Events Through
Multi-Constrained VM Placement

Gongming Zhao
and Huang He

Abstract—As a simple and low-cost way to obtain enough com-
puting resources, more and more tenants migrate their tasks to
the cloud. However, the frequent occurrence of abnormal events
(e.g., malicious tenants and node failures) in the cloud will seriously
affect the tenants’ QoS. Conventionally, the cloud vendors reduce
the frequency of abnormal events by deploying auxiliary systems,
which requires additional costs and increases network complexity.
Considering that it is an unrealistic expectation to eliminate the
occurrence of abnormal events in clouds, this paper proposes a
complementary scheme to alleviate the negative impact scope when
an abnormal event occurs through multi-constrained VM place-
ment without consuming additional resources. Specifically, when
deploying VMs, we limit the number of pods (or service nodes) each
tenant can access and the number of tenants hosted by each pod (or
service node). However, the multi-dimensional interaction among
numerous system parameters and performance/resource consider-
ations makes the problem of multi-constrained VM placement for
alleviating the impact of abnormal events very challenging. To solve
this problem, we formulate an integer linear programming and pro-
pose arounding-based algorithm with a logarithmic approximation
ratio. We implement our proposed algorithm on a physical testbed.
The experimental and simulation results show the high efficiency
of the proposed algorithm. For example, our algorithm reduces the
impact scope of service node failure by 60%, the impact scope of
malicious tenants by 40%, and the tenant task makespan by 25%
compared with other alternatives.

Index Terms—Abnormal events, clouds, resource allocation, VM
placement.

I. INTRODUCTION

ITH the development of cloud computing, more and
more enterprises migrate their computation tasks to the
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cloud since such a migration significantly reduces the complex-
ity and costs of managing private data centers. A typical cloud
(eg., Amazon EC2 [2] and Alibaba cloud [3]) is composed of
many pods. In each pod, cloud vendors deploy a large number of
compute nodes to provide computing resources (eg., CPU) for
tenants in the form of virtual machines (VMs). Moreover, the
service node in each pod can provide various network services
for tenants, such as virtual private network (VPN) [4] and elastic
load balancing (ELB) [5].

Abnormal events in a multi-tenant cloud are caused by either
external or internal factors, which are widespread and will reduce
the quality of service (QoS) of tenants [6], [7]. On the one hand,
the attack of malicious tenants is the most common abnormal
event caused by external factors. Specifically, there are massive
tenants in a commodity cloud, and the diversity of tenants means
that there may be many malicious tenants [8], [9]. Malicious
tenants will launch extensive network attacks, including denial
of service (DoS) attacks and co-residency attacks [10] against the
service nodes, paralyzing service nodes and decreasing network
performance. Moreover, by executing malicious programs on
the attacked VMs, a malicious tenant can hijack them so that
they can not serve legitimate tenants. According to a recent
report [11], malicious tenants access unauthorized VMs more
than ten times per minute in a small-size data center. On the other
hand, Schroeder et al. [12] observe that most abnormal events
caused by internal factors in clouds occur due to node failures.
According to [13], a system with 100,000 processors will expe-
rience a processor failure every few minutes. In addition, service
nodes fail more frequently than compute nodes, the median time
between two consecutive failures of firewall, load balancer, and
intrusion detection on service nodes is 7.5 hours, 5.2 hours,
and 20 minutes, respectively [14]. When a service node is
unavailable, the served requests should be rescheduled to other
available service nodes, which will cause a long rescheduling
delay and decrease tenants’ QoS [15].

Conventionally, the cloud vendors cope with abnormal events
by deploying accessorial systems, such as an intrusion detection
system to protect service nodes against malicious tenants [16]
and a monitoring system to monitor the service node status [17].
Although the above methods can reduce the frequency of abnor-
mal events in the cloud, it is an unrealistic expectation to entirely
eliminate the occurrence of abnormal events. Alternatively, this
work tries to alleviate the negative impact caused by abnormal
events through multi-constraint VM placement without consum-
ing additional resources. It is worth noting that existing works
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mainly focus on reducing the frequency of abnormal events. We
regard that our work plays a complementary story to handling
abnormal events in the cloud, rather than trying to improve
previous methods or even substitute them. Note that, in practice,
VM placement (VMP) problems can be generally classified into
two categories [18], [19]: offline VMP and online VMP. The
former is usually performed when multiple VMs need to be
placed (eg., VM updates, virtual private cloud creation, system
initialization). On the contrary, the latter is performed to cope
with cloud dynamics. In fact, the two complement each other.
In this paper, we focus on offline VMP.

To this end, we will introduce two novel constraints when
deploying VMs in the cloud, besides purely pursuing load bal-
ancing on both compute nodes and service nodes. First, to control
the impact scope of malicious tenants, the VMs belonging to the
same tenant will be allocated to at most w service nodes/pods.
Second, to control the impact scope of service node failures,
each service node/pod will host VMs of up to h tenants. Here
w and h are two constant parameters configured by the cloud
system. The rationale behind the first constraint is that with
proper isolation techniques [20], a malicious tenant will only
attack the service nodes that provide services for the allocated
VMs. Hence the first constraint helps to limit the damage caused
by a single malicious tenant. On the other hand, the failure of
a service node will result in performance degradation for all
the tenants in the corresponding pods, thus we have the second
constraint to limit the impact scope caused by a service node
failure. Note that, in this work, we do not consider the failure of
compute nodes since a compute node usually supports a limited
number of VMs, eg., 10.8 VM instances on a compute node [21],
[22]. Thus, the failure of a compute node will not significantly
degrade the performance from the cloud’s perspective. Actually,
the proposed algorithm in our work can be easily extended to
deal with compute node failures (see details in Section IV-D).
The main contributions of this paper are as follows:

1) We first discuss two abnormal situations, malicious tenants
and service node failures. Accordingly, we propose two
novel constraints, and the problem of VM placement that
can alleviate the impact of abnormal events (VMP-AI) in
the multi-tenant cloud.

2) We formulate the VMP-AI problem as an integer linear
programming and prove its NP-hardness. Moreover, we
propose a randomized rounding-based algorithm named
R-VMP-AI for this problem and further prove it can
achieve the bi-criteria approximation.

3) We evaluate the performance of the proposed algorithm
through large-scale simulations and small-scale experi-
ments compared with state-of-the-art solutions. The sim-
ulation results show that under the premise of cloud load
balancing, our algorithm reduces the impact scope of ser-
vice node failures by 60%, the impact scope of malicious
tenants by 40%, and the tenant task makespan by 25%
compared to state-of-the-art solutions.

The rest of this paper is organized as follows. Section II
presents the related works, including VM placement, malicious
tenants, and service node failures. Section III introduces the
motivation, describes the system model, defines the VMP-AI
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problem, and analyzes its complexity. In Section IV, we pro-
pose an efficient algorithm to solve VMP-AI, and theoretically
analyze the approximate performance. Section V shows the
simulation and experiment results of our proposed algorithm
and some alternatives. We conclude this paper in Section VI.

II. RELATED WORKS

To provide stable cloud services, the cloud platform expects to
minimize the negative impact of abnormal events while meeting
the resource requirements (ie., computing resources and network
resources). In this section, we summarize the state-of-the-art
VM placement solutions and the methods of handling abnormal
events in the cloud.

In recent years, a series of VM placement mechanisms [24],
[25], [26], [27] have been widely proposed for improving the
utilization of cloud resources and increasing cloud revenue.
For example, to reduce the number of used cloud servers, a
general way is to treat each compute node as a bin with fixed
computing resources, each VM as a package, and the VM
placement problem is formalized into a multi-dimensional bin-
packing problem [24]. To improve the utilization of computing
resources and network resources simultaneously, a multipath
routing capability and dynamic VM migration algorithm is
proposed [25]. Moreover, COmpvm [27] considered the VM
placement based on the life cycle and resource requirements of
VMs. However, the above VM placement mechanisms did not
consider the scenario when abnormal events occur in the cloud.

Abnormal events in multi-tenant clouds are caused by external
or internal factors, and attacks by malicious tenants and service
node failures are common abnormal events caused by external
and internal factors, respectively [6], [7]. On the one hand,
malicious tenants are a huge threat because they will launch
attacks [28] and make the service node unavailable [29] from
inside, and it is difficult to be identified immediately. To prevent
malicious tenants, a series of network isolation mechanisms and
detection mechanisms have been proposed [11], [20], [30], [31].
The general solution is based on traffic analysis and packet
capture. For example, seawall [20] deployed a traffic analysis
module on the hypervisor for detecting the UDP traffic or
abnormally behaving TCP stack from the malicious tenants.
Once malicious traffic is detected, the security module may
limit the malicious traffic speed or shut down the malicious
VM [20]. Similarly, the packet captured from the network router
can also detect whether there exists an attack [30]. However, the
continuous traffic analysis and packet capture at scale come with
prohibitive performance overheads. To reduce the overhead of
traffic analysis, Privateeye [11] detects the malicious VM based
on the 10-minute flow pattern changes, but it still cannot achieve
100% malicious detection. In addition, to prevent co-location
attacks by malicious tenants, a series of VM placement strate-
gies have also been proposed [32], [33], [34], [35], [36]. For
example, Ding et al. [33] design a VM placement strategy to
reduce the hit rate of the malicious tenants and the loss rate
of the targeted tenants to enhance cloud computing security.
Liu et al. [34] measure the cost of security risks for a VM
allocation by the estimated percentage of malicious users and
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(a) Left plot: The VM placement by the Nova-CN scheme.

Fig. 1.

(b) Right plot: The VM placement by our scheme.

Illustration of a tiny cloud consisting of two pods. Each pod consists of one service node (SN) and two compute nodes (CNs). The computing resource

capacity of each compute node is set as 10, and the traffic processing capacity of each service node is set as 30 for simplicity. VMs of four tenants are deployed
on the compute nodes, and the service nodes process their traffic. VM 1-1, VM1-2 and VM1-3 belong to tenant 1. VM2-1, VM2-2 and VM2-3 belong to tenant 2.
VM3-1, VM3-2 and VM3-3 belong to tenant 3. VM4-1, VM4-2 and VM4-3 belong to tenant 4. The numeric tuples of a VM represent the requested computing
resource and traffic resource of this VM. For example, tuple VM1-2 (4,1) denotes that VM 1-2 will cost 4 units of computing resource and 1 unit of traffic resource.
The two diagrams denote two different ways of VM placement scheme (the Nova-CN scheme [23] and our proposed scheme). (a) Left plot: The VM placement by

the Nova-CN scheme. (b) Right plot: The VM placement by our scheme.

the number of servers and users in the cloud. Azar et al. [35]
propose a randomization way of assigning VMs that makes the
deployment of VMs unpredictable for the attacker. Li et al. [36]
design a Vickrey-Clarke-Groves mechanism to migrate VMs
periodically, so that malicious VMs cannot stay co-located with
their target VM for a long time.

On the other hand, service node failures are also common,
often occurring in some abnormal events (eg., connectivity
errors, hardware faults, and resource overload [14], [37], [38]).
These service node failures may lead to the service being un-
available and decrease the QoS of tenants [15], [37]. To deal
with service node failures, several efficient solutions have been
designed [39], [40], [41], [42], [43]. For example, Li et al. [39]
deployed redundant service nodes to deal with node failures
and maximize the network service revenue. Shang et al. [40]
and Zhang et al. [41] deployed backup instances to minimize
the backup cost under resource constraints. Inspired by machine
learning, Lietal. [42] introduce an AIOps (Artificial Intelligence
for IT Operations) solution for predicting node failures for
an ultra-large-scale cloud computing platform. Caviglione et
al. [43] propose a multi-objective approach using a heuristic
algorithm based on a deep reinforcement learning framework
to achieve a trade-off between the impact of hardware outages,
energy consumption and quality of service.

Existing works mainly focus on the prevention and recovery
of abnormal situations. Although detection mechanisms and
backup services can reduce the frequency of abnormal events,
it is unrealistic to eliminate the occurrence of abnormal events.
Therefore, limiting the impact of abnormal events is essential.
In this paper, we focus on how to limit the impact scope caused
by malicious tenants and service node failures to alleviate neg-
ative impacts when abnormal events occur, which complements
existing works.

III. PRELIMINARIES

A. A Motivating Example

In this section, we provide a toy example to illustrate that an
appropriate VM placement strategy can alleviate the negative
impact scope on the cloud network facing with an abnormal
event. In this example, the cloud consists of two pods: pod 1
and pod 2. Each pod contains one service node (SN) and two
compute nodes (CNs), as shown in Fig. 1. For convenience, let
YV ={CN1,CN2,CN3,CN4} and S={SN1,SN2} denote the
set of compute nodes and service nodes, respectively. The traffic
processing capacity C'(s) of each service node s € S is set as 30,
and the resource capacity R(v) (eg., CPU) of each compute node
v € Vis set as 10 for simplicity. There are four tenants, each of
which requests three VMs. For example, tenant 1 requests three
VMs, named VM1-1,1-2 and 1-3. The corresponding resource
demand for compute nodes (eg., CPU) and traffic demand for
service nodes are marked after the VMs.

As one of the most popular open-source platforms for private
and public clouds, OpenStack [44] uses the nova-scheduler
to decide how VMs should be placed among the compute
nodes of the OpenStack cluster. Specifically, when the nova-
scheduler [23], [45] receives a VM placement request, it first
uses a filtering algorithm to get a list of candidate compute
nodes (which compute nodes have resources to host the VM
and meet VM requirements). Then, the nova-scheduler uses a
weighting algorithm to rank the compute nodes from the filtered
list and choose the most appropriate compute node. By default,
the lower the load of compute node, the higher the ranking. If
we use the default nova-scheduler method (named Nova-CN for
convenience) to place these VMs on compute nodes, the final
placement result is shown in the left plot of Fig. 1. Specifically,
VMs 1-1, 2-2 and 3-3 are placed on CN1; VMs 1-2, 3-2 and 4-3
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are placed on CN2; VMs 1-3, 3-1 and 4-2 are placed on CN3;
and VMs 2-1, 2-3 and 4-1 are placed on CN4.

However, this placement scheme will lead to poor network
performance when encountering malicious tenants or service
node failures. First, we observe that each tenant will access 2
pods. That is, if there is a malicious tenant, malicious traffic
(eg., DoS attacks) will be injected into two service nodes. It will
degrade the whole network performance and affect the QoS of all
tenants. Second, each service node serves the VM instances of
four tenants. That is, if one of the service nodes fails, all tenants
will be affected. Moreover, we measure the traffic load ¢(s) of
each service node s€S and the computing load ¢(v) of each
compute node v € V, then find the maximum computing load of
the compute nodes is 10, and the maximum traffic load of the
service nodes is 26. Therefore, the load ratio of service nodes
is Asy =max{l(s)/R(s),s € S} =26/30=0.87, and the load
ratio of compute nodes is Aoy =max{l(v)/R(v),v € V}=
10/10=1.

B. Our Intuition

A question immediately following the above discussion is:
can we design a VM placement scheme for better alleviating
the impact of abnormal events in clouds? Specifically, this VM
placement scheme should be able to avoid the above three
disadvantages of the Nova-CN method. In other words, we
expect to design a VM placement scheme that limits the impact
scope of malicious tenants and service node failures in clouds,
and simultaneously achieves load balancing on both compute
nodes and service nodes. In this example, a feasible placement
scheme is shown in the right plot of Fig. 1. Specifically, VMs
1-1, 1-3 and 4-2 are placed on CN1; VMs 1-2, 4-1 and 4-3
are placed on CN2; VMs 2-1, 3-1 and 3-2 are placed on CN3;
and VMs 2-2, 2-3 and 3-3 are placed on CN4. Based on the
above VM placement scheme, the negative impact of malicious
tenants and service node failures can be alleviated. For example,
a malicious tenant can only attack one service node since each
tenant can only access 1 pod, while a service node failure will
affect two tenants because each service node serves the VM
instances of two tenants. Thus, this VM placement scheme can
better alleviate the impact of abnormal events compared to the
Nova-CN method. In addition, we find that the maximum load
of the service and compute nodes are 16 and 8, respectively. The
load ratio of service nodes is sy =max{{(s)/R(s),s € S}=
16/30=0.53, and the load ratio of compute nodes is Aoy =
max{/(v)/R(v),v € V}=8/10=0.8. Note that our schedule
can achieve better load balancing compared with Nova-CN due
to its smaller load ratio. The performance comparison between
Nova-CN and our proposed scheme is summarized in Table I.

In this paper, our goal is to design a VM placement algorithm
in clouds to alleviate the impact of abnormal events better. To
this end, we introduce two novel constraints in the traditional
VM placement problem: service node and tenant constraints. On
the one hand, compared with existing methods, our proposed
algorithm can effectively alleviate the negative impact scope
when an abnormal event occurs through multi-constrained VM
placement without consuming additional resources. On the other
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TABLE I
PERFORMANCE COMPARISON BETWEEN NOVA-CN AND OUR PROPOSED
SCHEME, INCLUDING MAX. COMPUTING LOAD, LOAD RATIO OF COMPUTE
NODES, MAX. TRAFFIC LOAD, LOAD RATIO OF SERVICE NODES, AVG. NUMBER
OF PODS ACCESSED BY TENANTS AND AVG. NUMBER OF TENANTS SERVED BY

SERVICE NODES
Schemes Nova-CN| OURS
Max. Computing Load 10 8
Load Ratio of Compute Nodes 1 0.8
Max. Traffic Load 26 16
Load Ratio of Service Nodes 0.87 0.53
Avg. No. pods accessed by tenants 2 1
Avg. No. tenants served by service nodes 4 2
TABLE II
KEY NOTATIONS
Parameters Description
u a set of tenants
% a set of compute nodes (CNs)
S a set of service nodes (SNs)
P, a set of VM instances requested by tenant u
u a tenant in I/
v aCNinV
s aSNin S

the SN that provides service for CN v

Du,d the dth VM instance requested by tenant u
7(Pu,a) the computing resource demand of VM p., 4
f(pu,a) the traffic demand of VM f, 4
R(v) the computing resource capacity on CN v
b(v) the used computing resource on CN v
C(s) the traffic processing capacity of SN s
b(s) the used traffic resource of SN s
h the maximum No. pods one tenant can access
w the maximum No. tenants one pod can serve
whether tenant v has requested resources in

9(u, ) node s
Variables  Description

Pu.d whether VM instance p.,.q of tenant u is placed
Lo in CN v or not

u whether SN s will process the traffic of tenant
Ys u or not
A the load balancing factor

hand, since we limit the number of pods (h) each tenant can
access and the number of tenants hosted by each pod (w) when
deploying VMs, our proposed method may lead to lower re-
source utilization in the cloud compared with existing methods.
However, when the cloud vendor sets the appropriate values of
h and w (see details in Section V), our proposed method only
causes a slight waste of resources. In fact, we can achieve the
trade-off between resource utilization and the impact range of
abnormal events by adjusting the value of h and w.

C. System Model

In this section, we abstract the cloud into two components:
the infrastructure model and the multi-tenant model. For ease of
reference, Table II summarizes the key notations.

1) Infrastructure Model: A typical cloud consists of many
pods, each of which usually consists of a set of compute
nodes and one service node [46]. Compute nodes provide
computing resources for tenants in the form of VMs. We use
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V = {v1,v9,...,v,} to denote the set of compute nodes, where
n is the number of compute nodes in the cloud. Service nodes
provide various network services (eg., ELB [47], firewall [48])
for tenants. Let S = {s1, 52, ..., 84} denote the service node
set, where ¢ is the number of pods in the cloud.

In addition, we use s(v) to represent the service node that
provides service for compute node v € V. In other words, service
node s(v) is responsible for providing services for VMs in
compute node v. For each service node s, we use C'(s) to denote
its traffic processing capacity. Since some tenants may have
deployed VMs and generated traffic before, we use b(s) to denote
the existing background traffic in service node s. Moreover, let
a binary constant g(u, s) denote whether tenant u has requested
traffic resources in service node s or not. For each compute node
v, we use R(v) to denote the computing resource (eg., CPU)
capacity, and b(v) to denote the amount of occupied resources.
Note that, R(v) and b(v) can be expanded into resource vectors
that represent different types of resources on compute node v.

2) Multi-Tenant Model: In a multi-tenant cloud, a set of
tenants rent VMs and buy services from cloud vendors according
to their demands. Let i = {uy, ua, . . .uy, } denote the set of ten-
ants, where m is the number of tenants in the cloud. Tenants usu-
ally request a set of VMs with different application requirements,
such as batch processing and high-performance computing [49].
Therefore, the required resources of each VM are different. For
each tenant u € U, let P, = {py.1, Pu2s - - -» Du,i, } denote the
set of requested VM instances, where [,, is the number of VM
instances required by tenant u. Each VM instance p, g € P,
with 1 < d <[, will consume some compute resources (eg.,
CPU and RAM), denoted as r(py,q). Similar to R(v) and
b(v), r(py,qa) also can be expanded into a resource vector that
represents different resource requirements. Moreover, for each
VM instance p, q € Py, we use f(py,q) to denote the traffic
demand that needs to be served by the corresponding service
node. In practice, r(p, q) is specified when the VM instance
Pu,d is created, and f(p, 4) can be estimated according to the
fees paid by tenant v and the type of VM instance p,, 4 [50].

D. Problem Definition

We formally define the VM placement problem that can allevi-
ate the impact of abnormal events (VMP-AI) with the following
three constraints: 1) Sevice node constraints: To alleviate the
impact of the service node failure, we limit the number of tenants
served by each service node, so that the number of affected ten-
ants by a service node failure is controllable. Specifically, each
service node can serve h tenants at most. 2) Tenant constraints:
To alleviate the impact of the malicious tenants, we limit the
number of service nodes/pods that each tenant can access, so
that the number of affected service nodes/pods is controllable
when encountering malicious tenants attacks. Specifically, we
should ensure that the traffic of each tenant can be forwarded to
w service nodes at most. 3) Resource constraints: The resources
that each compute node can provide must meet the needs of the
tenants on that compute node. Specifically, for each compute
node, its resource load should not exceed A - R(v). For each
service node, its traffic load should not exceed A - C(s). The
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goal of VMP-AL is to achieve the load balance among all service
nodes and all compute nodes. Accordingly, we formulate the
VMP-ALI problem as follows:

min A
Sy Tott =1, Yu,d
xlf’d < y:(v)a Yu,v,d
g9(u,s) < yy, Yu, s
Zueu yj: < h Vs
ZSES yg S w Yu
S.t. ZUEM Zpu,depu ZveV:s(v):s xguvd : f(pu,d)

+b(s) < C(s) -2 Vs
et Lop uep, W' 7 (Du,a)

+b(’U> < R(’U) <A, Yov
Iz"ju.d € {071}7 Vu,v,d
yg € {Oal}v VU,S

)]

In (1), 5" denotes whether VM instance Du,q of tenant u is
placed in compute node v or not. y* € {0, 1} represents whether
service node s will process the traffic of tenant w or not. The
first set of equations means that each VM will be placed on
one and only one compute node. The second and third sets of
inequalities express that once a VM of tenant u is placed on
compute node v, the connected service node s(v) will process
the traffic from tenant u (ie., yg(v) = 1). Similarly, if service

node s has background traffic from tenant u (ie., g(u, s) = 1),
we have y* = 1. The fourth set of inequalities represents the
Sevice node constraints, ie., the number of tenants that a service
node can serve cannot exceed h. The fifth set of inequalities
means the Tenant constraints, ie., the number of service nodes
accessed by each tenant cannot exceed w. The sixth and seventh
sets of inequalities indicate the resource load on each compute
node v; and the traffic load of each service node, where A is the
load balancing factor. Our goal is to achieve the load balancing
among all service nodes and among all compute nodes, ie., min A.

E. Problem Complexity Analysis

In this section, we analyze the complexity of the VMP-AI
problem. Specifically, we consider the following six constraints
in VMP-AL (1) Each requested VM needs to be placed on
one compute node. (2) The service traffic of each VM will be
processed by the corresponding service node. (3) The number of
tenants served by each service node is constrained. (4) The num-
ber of service nodes accessed by each tenant is constrained. (5)
Each compute node should not be overloaded. (6) Each service
node should not be overloaded. In fact, even if some constraints
are relaxed, the problem is still challenging, which illustrates the
complexity of our problem. By ignoring some constraints, we
can transform VMP-ALI into two classic NP-hard problems: the
unrelated parallel machine scheduling (UPMS) problem [51]
and the multiple commodity flow (MCF) problem [52]. As a
result, the VMP-AI problem is NP-hard too.

Unrelated Parallel Machine Scheduing (UPMS) prob-
lem [51]: There exists m parallel machines and n independent
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jobs. Each job is assigned to one of the machines. The processing
of job j on machine 7 requires time p; ;. The objective is to find a
schedule that minimizes the makespan. According to [51], there
exist a complex algorithm based on combinatorial rounding with
the approximate factor of 2.

Difference from the UPMS problem: If we ignore the con-
straints (3), (4), (5), (6), and the goal is to achieve the load
balancing among all compute nodes. We regard each compute
node as amachine, and each VM as an independent job. Thus, the
VMP-AI problem becomes the UPMS problem, ie., the UPMS
problem is a special case of VMP-AL

Multiple Commodity Flow (MCF) problem [52]: There exists
k different commodities in a network with known topology. The
network consists of n nodes and m edges. Each commodity is
composed of a source node s, a destination node ¢, and a demand
vector d = (dy,ds, . ..), denoted as (s, t,d). The objective of
this problem is to find the percentage of load balancing that can
simultaneously transport a set of commodities without violating
the capacity constraints. According to [53], there exists an
efficient algorithm with the approximate factor of 1+ ¢, and
its time complexity is O(k??a?b*® log(ae 1) DU), where k is
the number of commodities, a and b denote the number of nodes
and edges in the network, D is the greatest demand, and U is
the largest edge capacity.

Difference from the MCF problem: We use R and C' to denote
the maximum computing capacity of compute nodes and the
maximum processing capacity of service nodes, respectively.
Then we construct a network topology with a source node s, a
destination node ¢, and m -+ n internal nodes. We name these
internal nodes as {v1,...,v,} and {si,...,s,}. The source
node s connects with each internal node v; with link capac-
ity (R(v;),C), and the destination node ¢ connects with each
internal node s; with link capacity (R, C(s;)). Moreover, if the
traffic from compute node v; will be processed by service node
s;, then we construct a link between node v; and node s; with
link capacity (R, C'). Then we ignore constraints (3) and (4) of
VMP-AL and regard each VM as a commodity with (s, ¢, cf),
where d = (d1,ds). Here d; and dy represent the requested
computing resource and traffic resource of this VM, respectively.
The goal of VMP-ALI is to achieve load balancing. Thus, the
VMP-ALI problem becomes the MCF problem. Therefore, the
MCEF problem is a special case of VMP-ALI

Based on the above analyses, designing an algorithm with
bounded approximation factors for VMP-AI is far from trivial
and in urgent need.

IV. ALGORITHM DESIGN

In this section, we present a rounding-based algorithm to
solve the VMP-AI problem, called R-VMP-AI, and analyze the
approximate performance.

A. Algorithm Description

The R-VMP-AI algorithm starts by constructing the linear
programming as relaxation of VMP-AI (LP-VMP-AI). More
specifically, LP-VMP-AI assumes that both the VM placement
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Algorithm 1: R-VMP-AI: Rounding-Based Algorithm for
VMP-AL
1: Input: System parameters {h, w}, resource parameters
{R(v),C(s),b(v),b(s)}, and tenant VM requests { P, }
2: Step 1: Sloving the relaxation problem of VMP-AI
: Construct a linear programming named LP-VMP-AI
formalized in (1)
: Obtain the optimal fractional solutions {z5", 5"}
: Step 2: Selecting service nodes for tenants
: for each tenant uw € U do
for each service node s € S do
Set y¥ = 1 with probability y*
9: if y* == 1 then
10: Select service node s for tenant u
11: Step 3: Placing VM instances on compute nodes
12: for each tenant v € U do
13:  for each requested VM p,, 4 € P,, do

(O8]

14: for each compute node v € V do
15: if @g(v) == 1 then

~Pu,d
16: Set 74" = 1 with probability .

s(v)

17: if 7b*¢ == 1 then
18: Place VM p,, q on compute node v
19: Output: VM placement schemes {7, §*

and the VM’s traffic demands are splittable. Thatis, LP-VMP-AI
relaxes the variables {z}**} and {y“} from integral to frac-
tional. Since LP-VMP-ALI is linear programming, we can solve
it with a linear programming solver in polynomial times, and
get the optimal solution {Zp""} and {7*} (lines 2-4), and the
optimal result is denoted as *. As LP-VMP-ALI is relaxation of
VMP-AI, X is the lower-bound result for VMP-AI. The second
step is to derive an integer solution {y* },forVs € SandVu € U,
by randomized rounding [54]. For each individual tenant u
and service node s, R-VMP-AI rounds variable y* to 1 with
probability 5 (lines 5-13) to keep the service node constraints
and the tenant constraints. If g = 1, it means that the traffic
of tenant u can be served by the service node s. Each rounding
decision is independent with each other. Then the third step is to
decide the VM placement scheme by rounding variables 75" to
1 with probability 73" /g% If 75" = 1, then we place VM p,, 4
on compute node v (lines 14-26). Based on the above process,
we get an integer solution {Z5"*, 7% }. R-VMP-ALI is formally
described in Algorithm 1.

B. Performance Analysis

First, we prove that the solution of the algorithm satisfies
the constraints in (1) on expectations. Then we analyze the
approximate performance of R-VMP-AL

Lemma 1. The R-VMP-AI algorithm allocates sufficient re-
sources for these requested VMs with a high probability.

Proof. First, by construction, R-VMP-AL first selects a set of
service nodes for tenants (lines 5-13), then places VMs on the
compute nodes connected to the service nodes belong to this
node set (lines 14-26), which satisfies the third set of constraints
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in (1). Then we have the probability that VM p,, 4 is placed on
compute node v:

Pr [555“ =1 ] = Pr [wgu d—”@?(v) :1} Pr {@L(v) :1}

+ P7‘ [Eﬁu’d = 1|§ZL(U) = O] PT [gg(v) = O:|
~Pu,d
:I;/U ' ~ U,

= =y f(v) = 505 ! (2
Ys(v)

On the other hand, according to the first set of constraints in
(1), the sum of the probabilities that VM instance p,, 4 being
placed on each compute node is:

doprlEmt=1]=> @ =1 3)

vey vey

The above analysis shows that the compute nodes provide
enough CPU and RAM resources for VM instances with a high
probability.

Lemma 2. The solution returned by R-VMP-ALI satisfies the
compute node resource constraint and service node traffic con-
straint.

Proof. According to the the second set of constraints in (1),
we have the resources expected to be allocated to all tenants in
compute node v:

Z Z Apud

ueld Du, dEPy

=> > priat=1]-

ued pu,dE’Pu

=2, > @

U €U P, d€EPy

pu d) + b(U)

T(pu,d) + b(?))

F(pud) +b(v) < RW) % (4)

The second equatlon is because the variable Z)"* equals 1
with probability #5*. Similarly, we can prove the service node
traffic constraint is also satisfied. Thus, we omit the proof here.

Lemma 3. The solution of R-VMP-AI also satisfies the ser-
vice node constraints and the tenant constraints in (1).

Proof. We prove the service node constraints as an example.
According to the the six set of constraints in (1), we have the
expected number of tenants to be served by service node s.

5

ueld

:Zpr@g:

ueld

U=>"g<h ©®

ueld

The second equation is because the variable y* equals to 1
with probability y¥.

The above analysis has shown that R-VMP-ALI satisfies in
expectation all the constraints in (1). However, these constraints
may be violated. Next, we analyze the approximate performance
of R-VMP-AL In the approximate performance analysis, we use
two classical theorems, Chernoff Bound and Union Bound. First,
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we define a variable « to assist our proof as follows:
- _ - _
o — min R(v) b(v)’ A-C(s) —b(s) hwb
7(Pu,d) f(Pua)
veViueld,seS (6)

On the right side of (6), the first item denotes the ratio of the
available resource of compute node to the computing resource
demand of each VM the second item represents the ratio of the
available capacity of service node to the traffic demand of each
VM; the third item and the last item denote the number of tenants
served by one service node and the number of service nodes one
tenant can access, respectively. Next, we give the approximate
performance analysis in detail.

Theorem 4. The R-VMP-AI algorithm can achieve the ap-
proximation factor of % + 3 for the resource constraint of
compute nodes, where n is the number of compute nodes.

Proof. Before analysing the resource constraint of compute
nodes, we define a variable 0" * to denote the occupied resource
for each VM p,, 4 on each compute node v:

GPud 7(pu,a), withprobabilityof
Yoo, otherwise.

~Pu d

)

According to the definition, {o}"*} are mutually indepen-
dent. The resource expected to be occupied on compute node v
is as follows:

Z Z I)ud )

UEU Py, d €EPy
_Z Z pud (’U)

UEU Py, d€Py
=Y > @ (pua) +b(0) <Rw) A (®)
UEU Py, d € Py

Combining (8) and the definition of « in (6), we have:

Pu,d
R(v)- A— b(v) [O 1] oo a (9)

E [Zueu Zpu,dEPu R((ZU)-X—AISEU) < a.

Then by applying Chernoff Bound, assume that p is an arbi-
trary positive value. It follows:

pu d | —p%a
Pr Z Z >(1+p) a| <ez
uEZ/I Pu,d€Py b(U)
P e 1
N P pj o]
uel/{ Du, dGP“ (U)
(10)
Where n denotes the number of compute nodes, and -5 is a

value close to zero. By solving the above equation, we have

21
> 29081 L (11)
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By applying Union Bound, we have the probability that any
server violates the constraint equals to:

Uy ¥ - > (140) 0
veV | ue€l py,a€Py b(v)
pud_a

TR |Y Y T
vey UEU Py, g €Py b(’l))

1 1 21
<no=—p> 2l 4 (12)

n n

Note that the second equality holds, because the number of
compute nodes equals n. The resource violation of our algorithm
will not exceed p + 1 = 21"# + 3.

Theorem 5. The R-VMP-AI algorithm can achieve the ap-
proximation factor of 21‘?% + 3 for the service node traffic
constraint, where ¢ denotes the number of service nodes.

Proof. We can prove Theorem 5 in a similar way with the
proof of Theorem 4. Thus, we omit the detailed proof here.

Theorem 6. The R-VMP-AI algorithm can achieve the ap-
proximation factor of 21‘?% + 3 for the service node constraints.

Proof. We define a random variable 6 to denote whether
service node s serves the traffic from tenant u:

u o 1a
et

According to the definition, {#%} are mutually independent.
The expected number of tenants served on service node s is:

S| - s - T <

ueld ueld ueld

with probability of vy

otherwise. (3)

(14)

Combining (14) and the definition of « in Def. (6), we have:

= €[0,1]
{E [Zueu % a} <o

Then by applying Chernoff Bound, assume that 7 is an arbi-
trary positive value. It follows:

15)

v - 2.4
Pr Z s T 2(1+T>OZ‘| < e2Fr
ueld
= Pr Z 5 - 1+7)| < T < L (16)
Q ~ - — 2
ueld
Where ¢ denotes the number of service nodes, and q% is a
value close to zero. By solving the above equation, we have:
21
> 2984 49 a17)
«

By applying Union Bound, we have the probability that any
server violates the constraint equals to:

U{Zel’;azuw)-a}]

seS \ueld

Pr

1515

<Y Pr|Y Bt

seS ueld
1 1 21

<q-5=-p> 80 (18)
q q «

The second equality holds because the number of service
nodes equals ¢g. The resource violation of our algorithm will
notexceed 7 + 1 = % + 3.

Theorem 7. The R-VMP-AI algorithm can achieve the ap-
proximation factor of % + 3 for the tenant constraints.

Proof. We can prove Theorem 7 in a similar way to the proof
of Theorem 6. Thus we omit the detailed proof here.

Approximation Factor: According to the above analysis, we
can conclude that the approximate factors of our algorithm are
bi-criteria approximations with respect to both the objective
value and constraints. In many practical scenarios, these factors
are constant. For example, consider a cloud with thousands
of compute nodes and hundreds of service nodes. Then we
have n = 1000 and ¢ = 100. In general, one compute node can
accommodate more than ten VMSs, and there are more than ten
compute nodes in one pod. Thus, we estimate the value oo = 10.
Then the bi-criteria approximation factor becomes 21‘?% +3=

4.38 and 21984 4 3 = 3.92, respectively.

C. Complete Algorithm Description

In fact, the output of the R-VMP-AI algorithm may violate
some constraints in (1). For example, one VM instance may
be placed on multiple compute nodes, or it may not be placed.
Moreover, the VM placement scheme may violate the resource
constraints of compute nodes and service nodes. To deal with
such cases, the VM placement needs to convert the bi-criteria
solution into a feasible solution, ie., a solution that satisfies the
constraints in (1), thereby making the algorithm more practical.
To obtain the feasible VM placement solution, we mainly con-
sider the following four steps. The first step is the same as that
of R-VMP-ALI: construct linear programming by relaxing the
binary variables in (1) and obtain the optimal fractional solution

e g,

In the second step, we first transform the fractional solution
{y¥} to several feasible integral solutions {y%}, and these
integral solutions satisfy the constraints in (1). For example,
for tenant u; and service node s;, we have the optimal soution
g% ={0.8,0.4,0} and we have the constraint Y y* < 2. Then
we can transform the fractional solution ¥ to three feasible
integral solutions ¢! = {1,1,0}, {1,0,0}, and {0, 1,0}.

The third step is to find the feasible integral solutlons {@}
for the generated integral solution {y¥}, and these integrated
solutions can strictly meet the computing resource constraint
and the traffic resource constraint in (1). For example, once
there exists a tenant v and service node s to satisfy y = 0, then
all compute nodes connected to the service node cannot place
the VM of tenant u. Since {y¥} strictly satisfy the constraints,
we can use the greedy method to find several feasible integral
solutions {fﬁ“”d}. Finally, based on the above three steps, we
will find some feasible VM placement schemes which satisfy
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the constraints in (1). The last step is to compare these integral
solutions, and choose the minimum A as the output solution.
Moreover, we can decrease the time complexity of the algorithm
by limiting the number of feasible solutions {7%} and {7}
in the second and third steps, respectively.

D. Discussion

e In some scenarios, cloud vendors want to alleviate the
impact of compute node failures on the cloud. We claim
that our proposed algorithm also works in this case. Specif-
ically, let z' € {0, 1} denote whether some VMs of tenant
u will be placed on compute node v or not. According to
the definitions of z;’ and xh?, we have:

u Pu,d
Zy = XY,

Yu,v,d (19)

Similar to service node constraints, we limit the number of
tenants served by each compute node (ie., each compute
node can serve ¢ tenants at most), so that the number of
affected tenants by a compute node failure is controllable.
In this way, we have compute node constraints, as shown

in (20).
Z zy <q, Vv

ueld

(20)

The compute node constraints are similar to the service
node constraints, so our proposed algorithm can be ex-
tended to address this scenario.

V. PERFORMANCE EVALUATION
A. Performance Metrics and Benchmarks

1) Performance Metrics: We use the following nine perfor-
mance metrics to evaluate the performance of our proposed
algorithm. (1) The load ratio of compute nodes (CNs); (2) The
load ratio of service nodes (SNs); (3) The impact scope of service
node failures (ie., the average number of tenants served by each
service node); (4) The impact scope of malicious tenants (ie.,
the average number of service nodes that each tenant accesses);
(5) The valid cloud throughput; (6) The CPU utilization of each
service node; (7) The round-trip time (RTT) of each service
node; (8) The packet loss ratio of each service node; and (9) The
task makespan of each tenant.

In large-scale simulations, we use the first and second metrics
to evaluate the load balancing among all compute nodes and
service nodes, respectively. The third and fourth metrics are used
to evaluate the scope of negative impact on the cloud network
when abnormal events occur, ie., the impact scope by malicious
tenants and the impact scope by service node failures. We use the
largest resource load ratio of all compute nodes as the first metric.
For each service node, its load ratio is its traffic load divided by
its traffic processing capacity, and we use the largest value as the
second metric. For each compute node, its resource load ratio is
the maximum utilization of its CPU load ratio and RAM load
ratio. The CPU/RAM load ratio equals the CPU/RAM load of
these VMs divided by the CPU/RAM capacity of this compute
node. Moreover, we measure the average number of tenants
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served by each service node and the average number of service
nodes that tenants access as the third metric and the fourth
metric, respectively. We compute the valid cloud throughput as
the fifth metric. The valid cloud throughput is equal to the sum
of traffic that satisfies the service node constraints and the tenant
constraints.

In the small-scale experiments, we use iperf3 [55] and
hping [56] to implement the normal traffic and malicious tenant
traffic, respectively. Moreover, we measure the CPU utilization,
the RTT, and the packet loss ratio of service nodes as the sixth
to eighth metrics. Since tenants may generate some tasks, we
collect the tenant task makespan as the ninth metric, which is
the completion time of all tasks for the tenant.

2) Benchmarks: We choose three benchmarks for perfor-
mance comparison. The first benchmark is the default nova-
schedule scheme [23], [45]. It first filters a list of candidate
compute nodes, then places the VM on the compute node with
the lightest load according to a weighting algorithm. For conve-
nience, we named the default scheduling of the nova-scheduler
as Nova-CN (see details in Section III-A). Since Nova-CN
does not pay attention to the workload of service nodes, we
reconfigure the weighting algorithm of the nova-scheduler and
name it Nova-SN as the second benchmark. Specifically, after
the filtering algorithm of the nova-scheduler, the weighting
algorithm first chooses one service node with the least workload.
Then it selects the idlest compute node from the compute node
set served by this service node to place VMs. Nova-SN repre-
sents a category solution that separately considers the remaining
traffic processing capacity of service nodes and the remaining
computing resource of compute nodes. The last benchmark is the
Weight-Round-Robin (WRR) [57] method. WRR first allocates
weights to each service node based on its remaining resources
and the remaining resources of the compute nodes served by
it. Then WRR generates a random value and selects the service
node according to the value. Finally, WRR selects a compute
node from the compute node set served by the service node to
place VMs.

B. Large-Scale Simulations

1) Simulation Settings: We perform our simulations over two
infrastructure clouds. The first cloud architecture is Koala [59],
which consists of 20 service nodes and 600 compute nodes.
Each service node serves the traffic of 30 compute nodes. The
second cloud is generated based on the Google cluster-data [60],
which consists of 10047 compute nodes and 324 service nodes.
Each service node serves the traffic of 25-35 compute nodes. As
mentioned in Section III, one or more types of service nodes do
not affect our simulation results. For simplicity, we only consider
one type of service node. We generate three different types of
VMs: standard, memory-optimized, and computing. The above
three types of VMs are cloned in Tencent Clouds [58], and their
required resources (VCPU, RAM, and bandwidth) are different.
As shown in Table III, the first three instances represent the
standard VM instances, accommodating most applications,
such as streaming media businesses and online-game [58].
The next three instances represent the memory-optimized
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TABLE III
MULTIPLE VM INSTANCES WITH DETAILED RESOURCES DEMAND FROM
TENCENT CLOUD [58]

Name vCPU RAM(GB) Bandwidth(Gbps)
s5.small2 1 2 15
s5.medium4 2 4 15
s5.large8 4 8 1.5
mb5.small8 1 8 1.5
m5.mediuml6 2 16 1.5
mb.large32 4 32 1.5
c4.small2 1 2 3.0
c4.medium4 2 4 3.0
c4.large8 4 8 3.0
2] —[3 Nova-SN /f L] —[+ Nova-SN
S e BV g
_; 0.6 V- RVMP-AL g 7y _; 0.6 —¥—R-VMP-AI v
- 504}
§ 02 §
2 4 6 8 10 12 14 02 6 8 10 12 14 16 18 20
Number of Tenants (x10) Number of Tenants (x100)

(a) Koala-Based Cloud (b) Google-Based Cloud

Fig. 2. Load ratio of compute nodes versus number of tenants.

VM instances. They are suitable for applications that require
extensive memory operations, searches, and computations,
such as high-performance databases and distributed memory
caching [58]. The last three instances are computing VM
instances, which are suitable for compute-intensive workloads
such as batch processing, high-performance computing, and
dedicated game servers [58]. The number of tenants in the
above two clouds is set as 140 and 2000, respectively. Each
tenant randomly creates 1-50 VM instances from Table III with
different types. For each compute node, we set its vVCPU cores
and RAM capacity as 25 and 150 GB, respectively. The traffic
processing capacity of each service node is set as 500 Gbps, and
the system parameters h and w are set as 40 and 10 by default,
respectively. We run each simulation 30 times and calculate the
average value as the simulation results.

2) Simulation Results: The first set of simulations compares
the load balancing performance (ie., the compute node load
ratio and the service node load ratio) of R-VMP-AI with three
benchmarks. In Fig. 2, as the number of tenants increases, the
load ratio of compute nodes accordingly increases in both the
Koala-based cloud and the Google-based cloud. For the load
ratio of compute nodes, the increasing rate of R-VMP-AI is
much slower than that of Nova-SN, but slightly faster than that of
Nova-CN. From the left plot of Fig. 2, when there are 100 tenants
in the Koala-based cloud, the load ratio of compute nodes is 0.54.
For the Nova-SN, WRR and Nova-CN methods, the load ratio of
compute nodes equals to 0.65, 0.62 and 0.53, respectively. Fig. 3
shows the CDF of the load ratio of compute nodes. We observe
that when using Nova-CN and R-VMP-AI methods, there are
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Fig. 5. CDF versus load ratio of service nodes.

no compute nodes in the Google-Based cloud with a load rate
greater than 0.7. In contrast, when using Nova-SN and WRR
methods, more than 15% of compute nodes have a load factor
greater than 0.7. Figs. 2 and 3 show that R-VMP-AI can achieve
better load balancing performance of compute nodes compared
with Nova-SN and WRR, but slightly worse performance than
Nova-CN. Since the goal of Nova-CN is only to achieve load
balancing of compute nodes, this shows that our algorithm has
a good load balancing performance of compute nodes. Then we
observe the load ratio of service nodes. In Fig. 4, as the number
of tenants increases, we find the increasing rate of R-VMP-AI is
much slower than that of Nova-CN, but slightly faster than that
of Nova-SN. When there are 1000 tenants in the Google-based
cloud, the load ratio of service nodes is 0.38. For the Nova-SN,
WRR and Nova-CN methods, the load ratio of compute nodes
equals to 0.365, 0.4 and 0.43, respectively. Fig. 5 shows the CDF
of the load ratio of service nodes, which provides an overview
of resource usage. It is easy to observe that the load rate of
service nodes in the cloud is more balanced when using Nova-SN
and R-VMP-AI methods than when using Nova-CN and WRR
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methods. Figs. 4 and 5 show that R-VMP-AI can achieve better
load balancing performance of service nodes compared with
WRR and LLF-CN, but slightly worse than LLF-SN. Since the
goal of LLF-SN is only to achieve load balancing of service
nodes, this shows that our algorithm has a good load balancing
performance of service nodes. That is because the Nova-SN
algorithm only balances the load among all service nodes. As
shown in the right plot of Figs. 2 and 4, when there are 1500 ten-
ants in the Google-based cloud, the load ratio of compute nodes
and service nodes by Nova-CN are 0.53 and 0.63, respectively;
the load ratio of compute nodes and service nodes by Nova-SN
are 0.64 and 0.535, respectively. For the Nova-CN method, the
load balancing factor is max{0.53, 0.63} = 0.63. For Nova-SN,
the load balancing factor is max{0.64, 0.535} = 0.64. The load
balancing factor A of our algorithm is max{0.545, 0.55} = 0.55.
This shows our algorithm achieves a load balancing trade-off
between service nodes and compute nodes, which combines
the advantages of Nova-CN and Nova-SN. This is because we
consider the load balancing of compute nodes and service nodes
as a whole, which plays an important role in the load balancing
of the cloud.

The second set of simulations exhibits the scope of negative
impact on the cloud network when abnormal events occur.
Specifically, we use the average number of tenants served by
each service node and the average service node accessed as the
impact scope of service node failures and malicious tenants,
respectively. In Fig. 6, as the number of tenants increases, we
find that the average number of served tenants by each service
node accordingly increases by three benchmarks. However, the
number of tenants served by one service node is not more than 40
by R-VMP-AL This means once a service node fails, at most 40
tenants will be affected. Compared with the other three bench-
marks, R-VMP-AI limits the scope of service node failures. For
example, when there are 140 tenants in the Koala-based cloud,
the number of tenants in one service node are 102,98 and 115 by
Nova-CN, WRR and Nova-SN, respectively. Based on the above
analysis, our algorithm decreases the impact scope of service
node failures by 60.7%, 59.1%, and 65.2%, respectively. Then
we observe the impact of malicious tenants on clouds. In Fig. 7,
since each tenant requests 1-50 VMs, the number of service
nodes accessed by each tenant is relatively fixed. We find that
a tenant only accesses ten service nodes by R-VMP-AL This
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means when one malicious tenant attacks the cloud, at most
ten service nodes will be attacked. In the Koala-based cloud,
once a malicious tenant attacks the cloud, the number of average
attacked service nodes are 9, 14, 14, 18 by R-VMP-AI, Nova-SN,
Nova-CN, and WRR, respectively. Compared with Nova-SN,
Nova-CN, and WRR, our algorithm decreases the impact scope
of malicious tenants by 35.7%, 35.7% and 50%, respectively.
Based on the above analysis, our algorithm not only achieves
resource load balancing, but also limits the network impact scope
of the two above abnormal situations.

The third set of simulations shows the impact of the setting
of two system parameters (h and w) on the valid throughput
of clouds. For convenience, we add the throughput of the cloud
without considering the service node constraints and tenant con-
straints in Figs. 8 and 9 and name it as “Optimal’ to show how our
proposed constraints limit the system throughput. As shown in
Figs. 8 and 9, the throughput achieved by our proposed algorithm
is much higher than that of Nova-SN, Nova-CN, and WRR,
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regardless of the values of i and w. For example, in Fig. 8(a),
when h = 40, the valid throughput of the cloud are 2.35, 2.54,
1.93 and 7.04 Tbps by Nova-CN, WRR, Nova-SN and R-VMP-
Al respectively. R-VMP-AI improves the throughput by 199%,
177% and 267% compared with Nova-CN, WRR and Nova-SN,
respectively. In Fig. 9(a), when w = 12, the valid throughput of
the cloud are 2.45, 2.64, 2.13 and 7.14 Tbps by Nova-CN, WRR,
Nova-SN and R-VMP-AI, respectively. R-VMP-AI improves
the valid throughput by 191%, 170% and 235% compared with
Nova-CN, WRR and Nova-SN, respectively. The reason is that
the other three benchmarks will abandon many VMs to meet
the service node constraints and the tenant constraints, while
R-VMP-AI already takes service node and tenant constraints
into account when deploying VMs. In addition, the performance
of our algorithm is close to the Optimal value, especially with
the increase of h. For example, in Fig. 8, when h=40 (50) in
the Google-based cloud, our algorithm only loses 4.5% (0.9%)
throughput compared with Optimal.

Our last set of simulations compares the valid throughput
of the cloud by changing the number of tenants in clouds and
the results are shown in Fig. 10. After placing all VMs on the
compute nodes, we consider whether the traffic served by service
nodes will violate the service node constraints and the tenant
constraints. If the number of tenants in one service node exceeds
40, the service node will refuse to serve the extra violated traffic.
If one tenant can access more than 10 service nodes, only part
of these service node can hanlde the tenant’s traffic. In Fig. 10,
when the number of tenants is small, the proportion of violating
traffic is also small, the throughput is still increasing. However,
When there are too many tenants, the traffic cannot be served. For
example, when there are 140 tenants in the Koala-based cloud,
the cloud throughput equals to 5.05, 1.97, 2.54, and 2.35 Tbps by
R-VMP-AI, Nova-SN, WRR, and Nova-CN, respectively. Our
algorithm improves the cloud throughput by 150% on average.

According to the simulation results, we conclude three con-
clusions. First, by Figs. 2, 3, 4, compared with the state-of-art
algorithms, our algorithm can simultaneously achieve better
load balancing among all compute nodes and among all service
nodes. Second, by Figs. 6 and 7, our algorithm reduces the
impact scope of service node failures and malicious tenants
by about 60% and 40%, respectively. Third, by Figs. 8, 9,
10, under the service node constraints and the tenant con-
straints, our algorithm can improve the cloud throughput by
about 150%.
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Fig. 11.  The topology of a small-scale experiments. It contains 9 compute
nodes (CNs) and 3 service nodes (SNs).
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Fig. 12.  The number of attacked service nodes when the cloud is attacked by

a malicious tenant.
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Fig. 13.  The number of affected tenants when the cloud faces one SN failure.

C. System Implementation in a Small-Scale Testbed

In this section, we implement small-scale experiments with
the popular OpenStack architecture [44]. The small-scale cloud
consists of nine compute nodes and three service nodes, and
each service node serves the traffic from three compute nodes,
as depicted in Fig. 11. Each compute node or service node runs
on a single server with a core i5-10400 processor with 12 vCPUs
and 16 GB of RAM. The peak traffic processing capacity of each
service node is set as 1000 Mbps. In our experiments, we deploy
eight tenants named ug, u1, ..., w7, and each tenant randomly
requests a set of VMs from the cloud. We use iperf3 [55] to
generate the normal TCP service traffic between VMs and the
service nodes, and generate the malicious traffic by the hping
tool [56]. In our experiments, when a service node fails, we use
the classic backup method [40] to transfer the traffic served by
the failed service node to other available backup nodes. When
a tenant’s traffic is served by a failed service node, the tenant’s
makespan will increase significantly.

1) The Scope of Abnormal Events: In the first set of exper-
iments, we observe the impact scope of malicious tenants and
service node failures, as shown in Figs. 12 and 13. In Fig. 12, we
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count the number of attacked service nodes when there exists
one malicious tenant in the cloud. If there exists one malicious
tenant u € {ug, us, us, ug, ug, 7}, all three service nodes will
be attacked for the three benchmarks. However, we find that
R-VMP-AI can decrease the number of attacked service nodes
from three to one in most cases. We observe that R-VMP-AI
reduces the average impact scope of malicious tenants by 61%,
63% and 61% compared with Nova-CN, WRR and Nova-SN,
respectively. In Fig. 13, we observe the number of tenants
affected by service node failures. By Nova-CN, the failure of
any service node will cause all eight tenants to suffer QoS
degradation. By WRR and Nova-SN, the number of affected
tenants by the failure of the three service nodes equals 8, 7, 7
and 8, 7, 8, respectively. However, we find that R-VMP-AI can
decrease the number of affected tenants to 3. We can see that
R-VMP-AI decreases the average impact scope of service node
failures by 62.5%, 59.1% and 60.9% compared with Nova-CN,
WRR and Nova-SN, respectively. From the above experimental
results, we conclude that compared with three benchmarks,
R-VMP-AI can simultaneously decrease the impact scope of
malicious tenants and service node failures through two novel
constraints.

2) Service Node Performance: The second set of experiments
measures the service node performance when there exists one
malicious tenant, as shown in Figs. 14, 15, and 16. Specifically,
we randomly choose one tenant from the eight tenants as the
malicious one, which sends a large amount of malicious traffic
through hping3 [56] to simulate attacks, and measure the CPU
utilization, the round-trip time (RTT), and the packet loss ratio
of the three service nodes. In Fig. 14, we find that when the
service node is not attacked, the CPU utilization is about 6%-9%.
When the service node is under attack, its CPU utilization
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may reach 70% or even higher. R-VMP-AI reduces the average
CPU utilization by 57.4%, 57.9% and 60.2% compared with
Nova-CN, WRR, and Nova-SN, respectively. This is because
R-VMP-AI limits the number of attacked service nodes, ma-
licious tenants only attack a small part of the service nodes,
and most of the service nodes still works normally. In Fig. 15,
we observe that the service node will not lose packets when it
is not attacked, but the packet loss rate reaches 75% when it is
under attack. In Fig. 15, R-VMP-Al reduces the packet loss ratio
by 67.2%, 67.5% and 65.8% compared with Nova-CN, WRR,
and Nova-SN, respectively. In Fig. 16, we demonstrate the RTT
of all the service nodes. When the service node runs normally,
the RTT is about 1.4ms-1.8 ms, and increases to 10ms-11 ms
when it is attacked. Moreover, R-VMP-AI achieves the less
average RTT compared with other algorithms. For example, the
average RTT results are 11 ms, 10.4 ms, 10.5 ms and 4.9 ms
corresponding to Nova-CN, WRR, Nova-SN and R-VMP-AI,
respectively. This means that R-VMP-AI decreases the RTT by
55.4%, 52.8% and 53.3% compared with Nova-CN, WRR, and
Nova-SN, respectively. From the above experimental results,
R-VMP-AI limits the number of service nodes that a malicious
tenant can attack, and achieve much better network performance
(eg., CPU utilization, packet loss ratio and RTT).

3) Tenant Task Makespan Performance: Finally, we test the
task makespan performance of each tenant, as shown in Figs. 17,
18, and 19. To measure the task makespan, each tenant generates
50 subtasks and sends them to the fixed VM instances one by one.
The data size of these 50 subtasks satisfy the 2/8 distribution,
that is, 10 subtasks are accounting for 80% data. The remaining
40 mice subtasks account for the remaining 20% data [61]. We
mainly test the tenant makespan in three scenarios. The first
scenario is that there is no node failure nor malicious tenants
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in the cloud. In the second scenario, there is a malicious tenant
attack in the cloud. The last scenario is that one service node fails.
In Fig. 17, we first measure the task makespan of each tenant
when the cloud runs normally. We find that the task makespan
of each tenant is approximately the same. For example, the
makespan of tenant ug is 51's, 52 s, 52 s and 52 s by Nova-CN,
WRR, Nova-SN and R-VMP-AI, respectively. In Fig. 18, we
observe the makespan increases when the cloud is under the
attack of one malicious tenant. Specifically, the tenant makespan
has increased more drastically for Nova-CN and Nova-SN. For
example, the task makespan of tenant g increases to 90.4 s and
95.7 s using Nova-CN and Nova-SN, respectively. However, the
task makespan of tenant u( keeps 52 s using our algorithm. This
is because the malicious tenant’s attack cannot reach the service
node accessed by tenant ug. Last, we collect the task makespan
when the cloud occurs service node failure, as shown in Fig. 19.
We observe that our algorithm is more resistant to service node
failure. For example, only tenant u; experiences a significant
increase in the makespan metric. When a service node fails,
most tenants still perform their tasks normally. Compared with
the state-of-art solutions, our algorithm decreases 25% tenant
task makespan on average.

According to the above experimental results, we conclude that
R-VMP-ALI can limit the impact scope of malicious tenants and
service node failures.

VI. CONCLUSION

How to alleviate the negative impact scope when an abnor-
mal event (eg., malicious tenants and node failures) occurs is
a critical challenge in clouds. In this paper, we propose two
novel constraints (ie., the service node constraints and the tenant
constraints), and a scheme to alleviate the negative impact range
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of abnormal events through efficient multi-constraint VM place-
ment without consuming additional resources. We formulate the
multi-constraint VM placement as an NP-hard problem (VMP-
Al) and design a rounding-based algorithm (R-VMP-AI) with
bounded approximation factors to solve it. We implement our
proposed algorithm on a physical testbed. Both the experimental
results and simulation results show that our proposed algorithm
can significantly reduce the negative impact of abnormal events
without affecting resource balance compared with existing so-
lutions. For example, our algorithm reduces the impact scope
of service node failure by 60%, the impact scope of malicious
tenants by 40%, and the tenant task makespan by 25% compared
with other alternatives.
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